SAMPLING THEORIES AND METHODS

Sampling is taking small portion to make a complete inference about the whole —
population.

Census is the complete enumeration of the entire population under study in order to
obtain some relevant information about the population.
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SAMPLING THEORY AND METHODS
STA 31

Sampling is taking smal] portion to make a complete
inference about the whole — population.

Census is the complete enumeration of the entire
Population under study in order to obtain some relevant
information about the population.

(1) CENSUS AND SAMPLE SURVEY

Sample survey deals with methods of selecting and
observing a part of the population in order to make
inferences about the whole population.

Sampling is found in many diverse fields e.g. Demography,
industry etc.

ADVANTAGES OF SAMPLING

(1) It saves money

(2) Sampling saves labour

(3) Saves time

(4) It permits ever all high level of accuracy than a complete
enumeration because of a higher quality of field staff.

TYPES OF SAMPLING
It can be classified into two: - random sampling or
probability sampling and non random sampling.

RANDOM SAMPLING
This is the case where every element in the population has a
non-zero probability of being selected in the sample.



Probability samples -help us to make numerical
. statement concerning measures or variability.

NON - RANDOM SAMPLING
Blements are not selected with any known
probability. Example of non-random sampling
(1) Haphazard Sampling: It includes sampling of
volunteered subjects. Conclusion is drawn from which
even item that comes to hand.
This method lacks representativeness of the
population study
(2) Purposive and judgment Sampling: This is used by
experts to pick typical or representative specimen’s unit
proportion e.g. picking a typical city or village to ~
represent an urban or rural population.
(3) Capture ~ tag —~ recapture: It is suitable for sampling
mobile population e.g. insects, fish in the pond etc.

QUOTA SAMPLING
It is a form of purposive sampling widely used in
opinion market and similar survey.
Here sampling is continued until a specified quota is
obtained from which to build a sample roughly proportional
to the population.

DEFINITION OF TERMS
Elementary unit or unit: It is an element or a group of
elements living or non-ltiving for which information is
sought. The nature of an element is determined by the survey
objectives e.g. a person living in a city, a household, a
school, an animal etc.



Population or Universe: This is the collection of all units of
a specified type has a particular time or specified period is
called population. C S o

Population is defined in terms of

(1) Content

(2) Unit

(3) Extent

(4) Time

e.g. We might be interested in the school loss days. We
may desire to specify the population.
(2) affecting secondary, elementary school in Nsukka town
in 1988.

A population is said to be finite or infinite according
to the number of unit in it is finite or infinite. The survey
(sampled) population actually achieved may defer some what
from some desired target population.

The chief difference frequency arises from non-
response and non coverage.

SAMPLING UNITS

It contains the elements and they are used for selecting
elements into the sample. In element sampling, each

~ sampling unit contains only one element but in cluster
sampling, any sampling unit called cluster may contain
several elements.

SAMPLING
One or more units selected from a population
according to some specified procedure is said to constitute
sample. Thus, a sample in a part or fraction of the
population.




LIST OR FRAME

When the elements of a population has been
numbered or otherwise \dentified, we called that population
together with its identification system listor a frame.
Example: A France for scheol children consists of school
gones containing schools, their classes and finally children
“the frame consists of previously‘available descriptions of
the material in the form of maps, lists, directories etc from
which sample units may be constructed and a set of limit is
gelected. The specification of the frame should define the
geographical scope of the survey and the categories of the
material covered, also the date and source of the frame” (UN
1950).

A frame is perfect if every element appears on the list
separately once and only once and nothing else appears oD
the list.

Types of sampling procedure (schemes) The three
basic methods of selecting a sample of n units from N units
in the population are (a) simple random sampling with
replacement OT without replacement
(b) systematic sampling (sys)

(c) Probability proportional to size (pps)
(i) with replacement PPSWI.
(1) without replacement ppswor.

Types of Sampling Design
Sample Design: consigler 2 population with 6 units
1,2,3,4,5,6. Suppose we are interested in selecting 2 units.
Sizen=2

1,2 coenirnnnnenaeenees S, 2,33 44,5 1,2
1,3 coecimmrnammmnnenes S,  2,4,3,54 6,1,3
| U SUUUUURURPPPRRTETEE S;,  2.5,3,6, 5,6,1,4
1,5 oeenrnnnirmennmnnes S. 2,6 1,6



Suppose P(S;)
P(S2)
P(S1)

We define sample design as all possible samples of
given size together with the probability of selecting them
P(s).

Types of Design
(1) Unistage Design
(2) Stratified Sampling Design
(3) Cluster Sampling Design
(4) Multstage Design
(5) Multiphase Design

Basic Symbols
Population values: -
N = no of units (elements) in the population
Y = value of the y variable for the 11" population

Y =_§1Yi = Population total for the y variable
i=
n = no. of elements in the sample
Y = ["\]Z = the population mean per element of the y value
S),:£ = g(%-?’)z or o'y2 = g (Yi-Y)? = variance

1=l =1

N-1 N

Population elements. It has two defines

Note S,* = Na,” the difference disappears for large N.
N-1



-ty

Sampling values (statistics)
Yi = value of Yi for the i™" element

i n ¢
= Y= .}‘- Zl y; simple sample mean per element

i=
oY = 2

. n
2=y l(yi —y)* = variance of sample elements.

n-1 S, to the unbiased sample estimate of S’y.

Procedure for Simple Random Selection (SRS)
Units 1,2,3,4,...0.
Nkechi, Tieoma, Okey. Joy, Omojo, Chris, Bridget, Uche, Chichi

1 2 3 4 5 6 7 8 9
6 5 ]
6.5 ,8) without replacement
4 i 2
4,1.2)
2 R 1| 281 with replacement.

Simple random sampling is & method of selecting
units out of N such. The unit in the population are numbered
from 1 to N.

A series of random numbers between 1 and N is then drawn
cither by means of a table of random numbers or by placing
the numbers 1 in a rol} by mixing them.




The units which bear this numbers constitute the
sample. At any stage every unselected element has an equal
probability of selection but previously selected numbers are
disregarded and cannot be reselected. For this reason the
sample is regarded as simple random sampling without
replacement.

But in sampling with replacement, the selected
elements are placed in the selection polls again and may be
re-selected on subsequent draws. The sample size n cannot
exceed the population size N in sampling without
replacement but n can be any size when sampling with
replacement. :

In sampling without replacement we have

N N!
n) = Ne = (N-n)in!

The probability of selecting n samples is

1
NCn
Probability that any pairs or any two units appear in the
sample = N‘ZCB.z = n(n-1)
Nen N(N-1)

Possible pairs in sampling without replacement = N-2¢p.2
The probability that any unit will be selected in the sample
= in the sample = N"Cn-l =n
Nen N
Prob (W) = n-
N

Prob (uiyj) = n(n-1) forsrs wor
N(N-1)




e Random Sampling:
Assuming we have sample of n units of which

|nformation is sought, we have Y,, Y2, ... Yofrom this
ple of n units. Our interest s t© estimate mean.

WY =1Ly
y i=1
ue of the sampling mean

sy Variance In Simpl

»

B(Y) expected val
n
.y E'n > 3& = U SEW
= i=1
E[(Y] =UnZ Eya piy) = Un E Yi
0 i=li= 1i=1 N
mYyY
i=1
.Y =Y
n
Similarly 1 . _
T = Llny v = Un § Ny
n i=1 i=1
N Y Y= Y;
i=1
Sample mean in an unbiased of the population mean and is
applied in SNR and SWOR.
Consider the population of 3 units 1,2,3; Assuming
we selected 2 each. =
Y ) prob.of (5) | E(Y) =Y prob.
1,2 1.5 Va 15%x%
1,3 2 Vs 2x%
2,3 2.5 Y5 25x "%
‘ 6 =6/3=2




Mean of the possible sample will give you population mean
and that is why we say that sample mean is an unbiased o
the population mean. This applies both to sampling Wlth‘
replacement and sampling without replacement. '

A sample is a random variable because it varies from sample;
to sample. !

__VARIANCE
~V(Y) = E [Y-EM}P

=F (Un iglyi ) i.zilmﬁl]2

= ln = E[f vi-2 B (Ya)]z

i=1
divide both sides by n®
n
n'VT) = E [zlyi - n‘y)’ =EZti-D)’
1=
you should expand

Note that Lfai = )li ai; +22}; (viry) (YKV)

In samp]mg wnth replaccmcnt only the first term
remains. The 2% term covariance will not relate but we are
samipling w1thoutl{eplacement the co-variance is related.

< m2V(Y) = EL Gi -7
= ‘il e(yi-?)
i=
=3

i=1




Viy) = no” =V O =_c.r_=m-_usz;

n
ﬁ,bf sampling with replacement.

variance of the sample mean without

p obtain the
] goement .
B g =B 255, D -m}

N
= Z_n_(ya-i) +2mg:_12>:(y. NN

a8 N(N-1) P
nVE) = no’ + no- 1){2 (yi-"if)}
N(N-1) i=1
Note (Cai)”
Ya -3’ + 2324
i>i
=na” - nb-1) No? =d” n—{n{n-l}N} (Tai) - Tai 2228
N(N-1)

N(N-1)

-I:L-A_Sﬂ
n
V) = Nn & = m&f-%s&usz
N-1 n N n N n n

F=p = sampling factor



1 — f = finite population correction (fpc)
The square root of sample variance is called standard error.

§ =3 (Yi-

=l n-1

§%is an unbiased estimate of S°

-1) § = zmm = ¥ yl-ny
GBS - P{Zyi -17) =EEy¢ = BF, y?-nm07

N V) =Eq) ED)
STERE IS S I R
(-DEGE) = 0 3y - n[ﬂ-_u Siwj
N i=1 N n
=1 NYiz - y2- (N-n) §°
Ni'-:l N
= ﬂli)ﬁz 324-1152
Nl=] N
=no” - §* + n§’
N

m-1DEEGE)D = n N-1S>-8% + n§?
N N




(n-1) s?
g2

wo

" EG®) e
SUMMARY
V. = sample mean

V@ =_]._--£S2
P

vE =Lf§
n



Proportions _

We now want to estimate from a single random
sample the population proportion of element belonging to a
defined class or possessing a defined attribute.

A proportion is the mean of a dichotomous variable
where members of a class receive value y = 1 and non- |
members the value y = 0. we sometimes call this a binomial
variable.

Denote by N, and n, the number of units belong to
the defined class A in the population and in sample of size n
respectively.

Then population proportion P = Ny/N

n
=Y =% v.2
= NP=Y= ‘Z___:‘y,
N n
np=y= ZIYi =Ny = ), y2i where p = ny/n the sample.
1= =1

E(l?):P ‘
V(P) =1 (1-f) NP(1-P)
N N-1

N
Since $* =}y - (_% y)* = NP-(NP)’
C=1 + N

N-1 N-1

= NP - NP’ = NP(1-P)
N-1 N-1

The unbiased estimate of S>
§ = nb-P)

n-1

The sample estimate of V(P) is



n n-1 n-1
for w.r n-1=n .
V() = LEP (D)
n
b= n,
n A
No = NP

Vi) = N'V(P)
The estimate of V("[QIO)
{I(ﬂo) = sz(p)'

Example: class N = 8
Take a sample size n=3.
We want to estimate their average age.
Ages 21, 26,35, 22, 31, 16, 23,30/Y =p=25.5

n=3 30

21 3
31 81 X =218
g2 3

y = % L= 213 yi = 302131

=
Total Age = N = 2184
f =3
8

IS

& =% (i-213) = %@Yiz'“ﬂ
i=1 3.1 =



Vy) = 1f § Variance estimate of the sample mean

n .

Exercises: o '

1. 20 trees were selected by SRSWOR from 176 trees in a

forest plantation. The length of the trees in metres are given

below:
12 10 9 8 4 6 7 3
5 9 9 8 7 1 3 8
10 10 10 6

(a) Obtain the estimate of the mean length of the trees.

(b) Obtain the variance of your estimate.

(c) Find the total length of all the trees in the plantation and

give its variance,
2(a) Estimate the proportion of trees taller than 9 meters.
(b) Calculate the variance of the sample proportion.

DETERMINATION OF THE SAMPLE SIZE
P—{/y-y/>d} = a: where d is the margin of error in
the estimation of ¥ and a is a small risk which we are willing
to incur that the actual error is large than d.
Note Pr{6~d <K} = l-a k - Zys0°
o7 = |IN-nS° standard error
\ N n

Henced == N-n where % in the normal devise
n n for a given probability that the

error will exceed the desired

¢ = &)’ N-n margin
n N
= @S) - sy N = 1-

n
n N N N




B+ &SP = @S = n= ¢S) divide 2

T

e e

N n d*+E&S) A2
N
n= _E&S)’
1+&8)2x1
a N

If N is large the first approximation

no =[Z9? = §° whereV=d’
d vV z

V is the desired variance of the sample mean.
If ng is negligible, n, is a satisfactory approximation
to n; otherwise.
n=ng
I+n,
N
If the population total Y is.to be estimate with margin

of error d, take as a 1st approach,

n, = (NS 2 e
e Note = ¥ = Nj
SYSTEMATIC SAMPLING

A more convenient method of sampling selection
when the units are suitably numbered. It consists of taking
every kth unit after a random start

N=21 we want an interval
n=23 N =k
n
21=7
N =nk
1,2,..k

1,2,...n first person is r, 2™ r+k......



PROCEDURE

Suppose the population contains N units and that N is
equal to nk (N = nk) where n is the sample size and k is an
integer.

A number is taking at random from the number sl to
k, if the number is r then the sample contains the n units with
serial numbers i, i+k, i+2k,.... i+{n-1)k. Thus the sample
consists of the 1st unit selected at random and every kth unit
thereafter. It is therefore called a systematic sampling. And
the procedure of selection is known as the systematic
sampling.

K is known as the sampling interval. Assuring you
have N = 100,000 and to select n = 1000, To use SRS is
difficult because we may not remember the numbers we have
selected using the table of random numbers so it is better to
use (sys). -

Also when n is so large and N population units
unknown, it is very difficult to select the required samples
using SRS. But we can conveniently use systernatic sampling
and continue our selection until we reach the required
sample.

ADVANTAGE
(1)  Itiseasy to apply and faster to samples than SRS.
(2)  Ttis easier to check the application of intervals than

: of random selection.

(3)  Systematic sample is evenly distributed over the
whole population and easily yield a proportionate
sample.

Example: A systematic sample over and alphabetical list of

names we yield about the same proportion of for each data.
It is likely to be more precious than the simple

random samplings (SRS).




‘ ‘wml

DISADVANTAGES

i)  Unbiased estimate of the variance can be obtained

from single systematic sample at least 2 input

gystematic samplgs are needed.
may proof a very

{3) Poor arrangement of units
: inefficient sample (e.g) when the is a periodic

variation in the p0pulation.‘ The sampling interval
galls in line with it. :
ESTIMATION IN SYSTEMATIC SAMPLING
N=nk

y=1 By=Kaw =Y wn=N

i

If N = nk, ¥is an unbiased estimate of the population mean

VARIANCE OF THE SYSTEMATIC MEMO

The interval k divides the population into k large
sampling units Or clusters each of which contains n of the
original units thus, choosing a randomly located systematic
gample means in cffect selecting with probability 1/k one

group or cluster of units from the following k clusters

forming the entire population.

.
L4



CLUSTER
e.g. compositing of Clusters | 1 2 i ...k

Y1 Y2 o Yi. .- YK
v+l yit2 L oy L. ¥k

y@o-Dk+1 y(n-1)k+2 y(n-1)k+i ynk

Vi V2 Vi Vi

k
V) = 1 X -7
K =1
The random start from 1 to k imparts to each limit the
selection is a simple random sample of one cluster unit from
a population of k cluster units.

MEAN

E Giy) = =Y

k
13vi=1 3Xy=
ki=l  nk i=l

Z =<

yij denotes the jth member of ith systematic sample; j =
1,2,...;i=1,2,...

V({Fy) = N-1L §? . (n-1) Szwsy = population variance
. N N
2 k k. 2
Where §%sy = 1 Zl ‘Zl (yi~71)
=1 1= :
In the variance among units that lie within the same
systematic sample. K(n-) completed by the usual rules of

ANOVA, since each of the k samples constitute n-1 degree
of freedom.




' Proof:
" Sumof square |

(N-1)S* = JZE F-Y) add i+

=3z -9 + G-7) -
" Iﬁ Z[ '—?) + (y} )’l)] + Z(Yh —Y) (71] ?)
;.‘.EIE Vi — -Y)* + IZ.E ('.Vu"-yu) "‘22 2(711 Y) (vi=T0

n n
Since_Z'i (¥ = Vi) = Zl yj-n%i = 0y - nyi =0
= =

T Mw

k .__ n —-
=n El Fi-Y) :4: (vi—¥0)

But by definition

k n
V{Tsy) = L Z(_u Y) and Szwsy = 21 21 (yij_yi)z
K J= =1 j=

K(n-1)

o (N-DS? = nk zm-‘?) + K(N- 1>s’wsy
K=l

o (NS = V ) + K (0:1) Sy Note ink = N
N N ’

V(@) = N-18%—K(n-1) S’y
N N




The usual practice is to assume that the population is
random and use simple random sampling estimate of
variance for the system sampling.

Or using t independent samples i dlffercnt random

starts then var(ysy).
t L
=20-9  F=13%
=

=1 t =1
t(t-1)

example: There are 169 industrial establishments employing
20 or more persons in town of Lagos in Nigeria. This
following are the employment figures based on a 1-in-5
systematic sample. y;, i=1....... 34,

35, 88, 35, 36, 156, 25, 24, 237
80, 568, 22, 139, 163, 37, 37, 27
25, 26, 38, 24, 62, 331, 28, 31
81, 121, 49, 23, 34, 23, 22, 53, 50
50.

Solution:
N =169
K=5
n=34
~ To estimate the mean of employees in the 169
establishments
Y = LZY = 2680 = 78.82
| -3

= 78 persons per establishment
Y=NxV = 169 x 78.82 = 13320.
The estimate of the total number of people employed
in each establishment.




13
v

iy = 158
. = L=

‘ 3 5

: LY R ' —2 _

- ?:‘ (yi-¥)© =2 ¥ -1y =9387.73
= n_l =1

9,,) = 4 x_Lx 9387.73=22087
5 34
sle 2: 10 independent systematic samples each being a

dn.50 samples are selected from the industrial

sstablishment employing 20 or more persons in the town of

Lagos.
The t; (total sample, establishment) in the sample

sutablishments;

12 3 4 5 6 7 8 9 10
o 18, 169, 679, 141, 141, 216, 154, 123, 234, 141

10
2= 2376, Y = 925986
1=

t = 237.6
T(u-T)? = 2fi- 10T? = 925.986-10x (237.6)
9 9
= 361448
5
The variance estimate = 361448 = ¥(1.0)
10x9 t(e-1)

An estimate of total employment is 50 x 237.6 = 11880.

Its variance estimate is (50)* x 361448
10x9



PROBLEMS WITH INTERVALS

If population size N is not an integral of K interval

N #nk.

Remedy:

1. Permit the sample size to either n or n+1. Choose k such
that nk<N,(n+1)k.

then the random start to determine whether the
sample size is n or n+1.

Assume having added enough blanks to make it
exactly nk+k long. The probability of selection is 17Kk,

Alternatively, keep the sample size constant at n by
omitting one element at random if 1/n were selected, through
the procedure is not equal probability of selection method.

2. Eliminate with equal probability enough units to reduce
the listing to exactly nk before election in the interval k. the
probability of selection in 1/k.
3. Consider the list to be circular. Choose a random start
from 1 — N (between 1 to N). Now add the interval k until
exactly n elements are chosen.

Going to the end of the list, and then continue to the
beginning. Any convenient interval k will remit in an equal
probability of selection of n elements with the probability of
n/N.

4. using fractional intervals is simple in a decimal fraction.

Example: To select a sample of n = 100u from a population
N =920.
' Theinterval k=N = 920 = 92
‘n 100 '
is applied. | Because the interval = 9.280 x by 10 is a fraction

Select a random start from 1 to 92 then add the
interval 92 successively until n = 100 is obtained.




3 Cluster

“Pxample: Suppose 2 human population is divided into
‘N = 160 area segments each containing 4 households. A
" simple random sample of size n = 20 segment is selected and
. Information collected on the number of persons in the sample

BL susehold, the date obtained are given below:

# of persons by household  #of households
11 4
12
13
14
15
16
17
18
19
20

=
—
—

’Sxoooqmm-n»mp

mumusmo\hmo\
-PO\O\UJU!EANU\LA
w.p--umwmmmm
RO BRI R
RS dW WL e
OW AW

7
7 3
7 7
4 1
4 4
3 3
5 5
6 6
4 4
4 5

Question: 1.

a. Estimate the total number of persons in the population.

b. Estimate the average number of persons per household

¢c. Obtain the standard errors of your estimates.

2. The 3510 farms in a village are allocated to 90 clusters,
the number of farms; in different clusters is not sample of 15
clusters selected and the number “of cattle (the variety)
determined the sample dpata are given below:




No. of farms " Total No. of Cattle (y).

1 35 418
2 25 402
3 48 362
4 30 394
5 70 515
6 55 910
7 66 600
8 18 316
9 30 288
10 32 350
11 64 784
12 24 290
13 48 795
14 40 478
15 82 906

(a) Estimate the average number of Cattle per farm, using
the unbiased estimate as well as the ration to size
estimate,

(b) Estimate the total number of cattle in the village using
the unbiased estimate as well as the ratio to size estimate.

(c) Obtain the variance of your estimate in each case.

USE OF AUXILIARY INFORMATION

(i) RATIO: In a multipurpose large scale sample survey in
~addition to estimating the means, totals and proportions, we
may wish to estimate the ratio of two different characters. i

For example you may be interested in average house
hold income, average household size, ratio of income to
expenditure, yield per hecter, ratio of farmer’s income to
non-farmers income, male-female ratio in school, in labour :
force etc.




In estimating the population ratio

R= =Y  of twocharacters Y and X
X

X, what is done is to fjrst obtain an unbiased sample
estimate of the mean (total) of y and x and then take the ratio
of the two estimates the ratio so formed is called a ratio
~ estimate. Suppose we are interested in estimating the
- population ratio of say yam production, y, to cassava
b production, X, in a given community. Using a SRSWOR of

- size n farms from a total of N farms in such a community, an
estimate of the average yam production 7y and cassava
production X are then used to forma ratio given by R = ¥/X.
The ration estimator R is biased for R, it becomes necessary
to derive the expression of the bias. For this derivate we
proceed as follows:

p=X+x-X=X 14 [3;‘—2]

X

=X (l+o0

Bias (R) =ER)-R

& -R = B(R-R)
= —f— R
B3 .
= ¥RX
X
Hence

ﬁ—R = Y_;R-f = !-_.RK (1+Ux)_‘
X(l+o) X



loxi<] .
(I+ox)"!

R-R)-Y-R¥ (1—axs L SR U
If we now Stop at degree one in the expansion of (1 + oX

RR) =z~}_¥g(1-ox) = E-—j{RY- W%cr

= E[Ic’:?j—zﬁo‘k‘ = Ev{m--i;zlz- E {Rx}

Ey@-%) =EF-x-1) = 1-fs?,

n
EXX-%) = Ex-%? = .Jl 8%y
" So the first order approxnmate to the bias of R is

BR) = - 1f [Sxy-RS%] = 1-f RS?% »
Xn nx?

= =YX = Esxsy
i=] N-1



'erting in terms of the coefficient of variation

B = 1-fR (C%-CGy)
n

% = s .
e is the correction coefficient between x and correction
ficient between x and .
Mean Square Error Of R
MSE = E@ -0’ _ B [6-E®) -0)
= E[(8-E®))* + (ED) -0)* + 2(8-E®)} (B®)
= E{8-E®)* +E(E®) - 0} +2[{6 - E®)} {B®) -0
' {=7-7}
= E{8~E®)}2 + E{E(6)-0)* +0
MSE®) = v - B@®)?
But y is until
For MSE () = V() + __;B(y)]z {B[7]1}*=0

Since the ratio estimator is biased we now derive its
MSE. v *

M®) =E(ﬁ—R}2
R -R)* = g_-%m’ (1+6% + 6%~ ...)



Taking only the leading term in the above result the
first order approximate to the MSE of R which is equal to its |
variance is

BR-R) = E(Y-RE® = V(Y_RX) | Note:
X X? E(¥ - Rx)
VR = VI - R2VE) - 2R Corr (%,7)
X
= 1-f [S% + R%% - 2RS,,] | Note
X’n Vi)

It can also be written as

N
=1f Y (yi=Rx)’
X =N

The sample estimate of the V(ﬁ) is given by

n

VR = 1-f3 (n-Rx) I-f [S% +R*&% - 2RS,)

Xni=l pl X%

If the population mean X is not known, the sample
estimate x could be used provided that n is large.

~ Ratio Mean
RX =YX ="

X
=&

2 2, pla 2 N 2
Varn = X V(ﬁ) = 1-f[Sy" + R"S;" - 2RSSy} = 1 _ZI( vi-Rxy)
n =1 N-1




) = X BR)

Sample estimate of the variance of the'yT is
y < V() iff
)y < V) if ’
[Sy? + RaSxz - 2RSy] = 1-f Sy
n

Mis2, - 2RS;, <0
R3S%, < 2RSyy
R?8%, < 2RPS:Sy
R?S%, < 2RPSy
1A R28% < RSxy
1uR> < RP
»R < B
“BREH
R = S
s

We use the rafio mean when the regression lier

passes through the origin.




Regression Estimation:

As stated above, ratio method of estimation is used -
when regression line of y of x is linear and passes through
the origin. However, it is not in all occasion that the
regression has to pass through the origin.

Some times the line has to pass through the x-axis.

Under this condition, the regression method of
estimation is used to obtain the estimation of the population
mean and character y.

Suppose it is derived to estimate the current
population total Y of a give state in Nigeria from the 1273
census the total population X of the state as well as that of
the individual towns and village x;.

From that state, simple random sample of tons and
villages in selected and both the current population and 1973
population of each selected town or village are obtained.

The estimate of the current population of the state can
be obtained by using the estimator

e = Y -KR-X
= N{F-KX -0}
Villages populationx; i=.......... 10 1973
Current populationy; i=.......... 10 1989.
10
Meanof 1973 X = 1 3 xi
: 10 =
e 10 | = a+h
Meanof 1989 ¥ =_1 Y i y = a+bx
I U 71

The optimum value of k is the regression coefficient

So the linear regression mean (total)

Vi =V-BE-D

!



is known, value of P

-x%) (different estimator since the
population is known)

l'y- bo X

oefficient P is not

¢
Practice the population regression C
mate p from the

. A solution to the problem is to esti
le at hand, by ﬁ g

¥,
Using the estimated value of ﬁ,
estimator of the population becomes

e =V-B& - EGW= E[¥-(X -X)]
=7-pX-T) =Y _

the regression

ession Estimator
(% ~X), cannot be obtained

two random variables B and

Bias and MSE of the Re

The exact variance of in v -
gince it involved the product of

T‘
ates to the

Hence only the large sample approxim:

MSE of §i, will be given.
Adding and subtracting X -%)

Vi =7—3(K—3§)—B(‘f:x)+3{‘i—33)
7 px-9-B-B%-D
=%i.- B-BE-X

By = ¥ - EG-p®-X)
Ego - ¥ = -EG-PE-%




It follows that the biag of Jir when B is estimated from
the sample at hand is — E(ﬁ -BE-X) = - cov(B, X). .

Since B will tend in probability to B as n increases: |
the large sample approximation to the m.s.e. o“f'Yi,'} cov(x,y) !

Vrylr) = V(ylr) =V {7— BO_("R-)} Z]xi-x](lxj-z] E
n-
V) = V) +B*ViX) - 28 cov Xy ,
If selection is by S.R.S. WOR, YC variance of Yir
becomes

V) = Lf [Sy2 + ﬁzszx - 28 Syl
n

VO = Lf $2(1P) B = Sy - PSNx = PSy
n S

2
X S X SX
Where P is the correlation coefficient. The simple

estimate of V(y;,) for large n is

Yow=1£ 3} fyicy-pui-n)?
n(n-1)i=!

Il
N
h
o
“eN
P
-

{
X

Regression estimator with preassigned B. If b, is the
preassigned value of .

Ve =F-b, (X~



S5

V) = Lof [SY + b%Se - 2beSy]

n
The samgle estimate is
‘n &

Ex 20 trees were selected by SRS without replacement from
176 such trees in a forest plantation. The length x and timber

- volume y are given below

x 12 10 9 8 4 6 7 3 5 % 9 8 17
y 762 498 411 36 64 168 174 179 191 394 331 337 248
x I 3 8 1 1 1 6.
y 43 144 290 26 46 21 187

(a) The mean length of trees.

(b) The mean volume of trees
(ii) Calculate the ratio of length to volume of the trees.
(iii) Using the length of trees as the auxiliary information
obtain:

(a) The ratio mean

(o) The regression'mean of the volume of trees (X = 8)
(iv) Estimate the variance of your estimate in (i — iii).

(X =Txi =59 Yxi=118
n

¥x* =912
n =20.
iy = Yvi = 2365 Yy = 4730
n Ty% = 1798500
n= 20

()R =% =_59 = 59 =
y 2365 2365




(iayr = R% = 59 x 59
2665
= 0.14718816 = 0,147

A n . . . - —
hote §,, = 'ZI (Xi ~T)(viy) = > Xiyi - 1iX y
I=
n-{ n-1

O(ﬁ) = ].f Zniyi -ﬁxi !2 = ] Zy;2+ﬁ5"x.-2 ~2rﬁTx;v;
X = n-1 nX? n-1 o
STRATIFIED SAMPLING

Introduction; Stratification is one way of using auxiliary
information ¢ increase the precision of the estimate of the
Population character ike age.

It should be noteq that the precision of an estimate of
Population characteristics cap be improved by either

reducing the population variability (S,%) or by increasing the



variability of the farm yield may be very large. Since there is
general the cost or time constraints on the size of the sample
we may not get good precisely estimate of the total yield by
teking a SR from total farms in the village.

If however, the farms are divided into groups called
strata in such a way that farms within each group (strata) are
homogenous then the variability is reduced within each
stratum thus, a more precise estimate will be obtained by
{ndependently sampling each stratum and suitably combining
the stratum estimate to obtain the total yield for the entire
population of the farms.

This procedure of drawing samples from each
stratum after dividing the whole units in the population into
homogeneous distinct strata is called Stratified Sampling.
To achieve the within strata is satisfying variable must be
highly related to the character of interest and should noted
imported sources of variance. Apart from increase in
precision there are other import reasons for stratification.

(i) Because the house hold characteristics in rural areas
differ from those in urban areas, the Federal office of
statistics in the survey of household usually divides
the household into Rural and Urban household and
employs different sampling procedures for the
selecting of households. For example. The stage
sampling may be used in sampling urban household
while two stage s used for sampling the Rural
household.

Similarly, people living in institution like
hotels, barracks, prisons will be placed in one strata
and the rest living in other places in another strata.

Different sampling and procedures can then
be employed in each strata in obtaining samples.



(ii)  Apart from using different sampling techniques strata
may be formed because the population within them
are also designated as domains of study. Each sub-
division being treated as a population in its own
ringlet.

For example, in a state agriculture sample
survey, estimate could be published for the state as a
whole as well as for each local government area in |
the state. In this case, the local government area |
which is a population in its own height forms a |
domain of study for planning and developmental
purposes.

(1i1) Stratification may be used because of administrative
conscience, the FOD has its offices in all the states of
he Federation which collected data from each state.
Such data can summarize and publish on state basis
as well as for the whole country.

ESTIMATION IN STRATIFIED SAMPLING
The procedure on stratified random sampling in
estimation of population parameter consists
(1) The population of N units is divided into L. homogeneous
units respectively Nj;, Nj, ... Np of overlapping units
respectively. Such that Ny + No + ... + N, = N.

(2) Samples each of size ny, ny, ... np are drawn invariably
from each stratum such thatn; + na +ng+ .... + n = n total
sample size.

(3) A separate stratum statistics is calculated in each stratum
and then weighted to find combined estimate for the entire
population.




N population
L homogenous stratum
Ny [ |
N2 | m y2

4

NL |me | T

Y:u:NMi-Nin-l'Wrys-i'... + NI.FL

Mean
w = Yfixi = Xfixi Xfixi forYfi=N
i i N

From the discussion so far it follows that the use of
stratified sampling involved these main cooperation:

(1) The choice of a stratification variable

(2) The choice of the number-of strata

(3) The determination of the way in which the population
is to be stratified.

(4) The choice of the stratum sample size.

(5) The choice of sampling procedure in each stratum.

MEAN AND ITS VARIANCE IN STRATIFIED
SAMPLE
Through out this: section we shall deal only with a
class of stratified sampling called stratified random
sampling, so called because a simple random sample is
drawn from the units in each stratum. In other words classes
of stratified sampling derive their names from the sampling
procedure employed in drawing samples in each stratum. In
order to estimate the population mean Y a s.r.s of size fy-

2R

i
3
'l
i
¢




units is drawn without replacement from the population of
Ni- units in stratum h. in each stratum, information on
character 'y, is obtained from every unit that appears in the
sample. Let y, be the value obtained from the ith unit in !
stratum h. the estimate of the population mean is given by

Vo = hi Wi¥h (st = stratified)
=1

where Wy = Nh, the stratum weight
N

Yo = _L ﬂf‘ vhi, the stratum sample mean
Clearly, the stratified mean ¥y, is an unbiased estimate of the
population mean since

E(w = E Y Wi = ¥ N:EGH
h=1 h=1

=YW.YL=Y
L — L — L
ote Y WpYp =Y Nh Ypo=1 3 Ya
h=1 h=1 N N b=l
= X=?
N

If interest is on the population total Y we have its
estimate as

Yu=Nju= 5 Nhyh = & ¥,
h=1 h=1

The variance yy is derived as follows:




¥
b
!

LY = v%:wm = lz,w’*,,\/(y.,)
h=1 h=1

tt W, W; cov (FuFi)

¢

Since sampling is independent in each stratum, the
variance team is Zero.
L
o V@) = hle% (V)
ed random sampling

and since we are dealing with stratift

L
VG = 2 Wa (-6 Si2, where
h=1 Th

fn = ng (striatum sampling fraction) and
Nn
2 Np 2 ' . 2
S= 1 EL (yi - Yu)* we have to estimate §2, from the
Np-1 =1 .
sample estimate of
V() is given by

- L 2 a2
V) = %W () 8. where
h=1 nL

.
L4



A h

§% = _1 %1 (¥ni-Yn) therefore the sample estimate of the
n-l = ‘

V(¥st)is

(¥st) = ¥ (Nyst) = NV(Fst)

Ratio estimate
% = > XX

n-1

S2y = YAy

n-1
Proportion is the Collection of all units of a specified type of
a particular point on period of time.
It must be defined in terms of content, unite extent and time.
In element sampling, each sampling unit contains only one
element but in cluster sampling, sampling unit contain
several elements eg, department.

ESTN of Proportion

In without replacement simple r,s, of size n, in
stratum bean unbiased estimate of the population proportion,
P, is given by

nh
Py = Zl. WhPn
. 1=

Where P, is the proportion of units fall in the defined
class in the hth stratum. The variance of Py, is given by

t 2 L2
V(P = Wo V(Pn) = ZWn I_'f P (1-Py)

T DM

Wy? 1-fy PoQ, where Q,=1-P,.




o’ = Pn(1-Pn)

Hol = NePyl-P) Sk
Np-1 Np-1

V(P) can be rewrittén as

V(o) =hi‘w3 Nyn, PnOn

= Nh-l nL

Fy =ng ; 1-fu = Nuio
Nh NL

The sample estimate of VPy is

@ = T Wit MLl Py
h=1 Np-1  np-l where Zs = 1-Pp.

For proportional allocation heights of stds

T = = 5172 5.06f 5.11M
s? = = 0.08957 5.10f 5.07f
V)= 82 = 0.008957  5.11M 5.10f
n
% = 507 =Tm 5274 5.06M 5.02f
2 = 000ll=S? 0.17441  5.06M
6.02

<
Nf = 10 Wf=10 = 0.185

54
N =54

Nm= 44 Nm = 0.815

b4



Xst = 0.185 x 5.07 + 0.815 x 5.274 =524

R . L 2 2
variance = ) W.° S

Sy = 0.0011, S*, =0.17443

Nt =fm=5 Sh2 = 0.00025
5
Vxm)= Sy’ = 0.035
5

éNzn Sﬁ =0
h=1

(1) 82
n

= YWh(INS =

n n

ALLOCATION OF SAMPLING SIZE TO STRATA

One of the problems of stratified sampling is that of

the stratum sample size. In allocating sample size, the

variability within strata and the cost per element in each
stratum should be taken into consideration.

However, if the variability and cost per element
within strata are not known in advance then we may resort to
selecting large sample from the stratum that has more
number of units, small sample from the sample that has less
number of units.

PROPORTION ALLOCATION

In propositional allocation, the stratum sample is

selected such that the size of the sample is proportional to the



stratum i.e. Dn X Ny. The constant of proportionality is f=

Nh=Nh.g=th=NWL
N N
Thus in proportional dllocation

g = n, = fin each stratum or oL N,

‘- N N]_, n N
L
* So it means that if we have¥st = Y Widh = Z NpVh
l'l=1 _1 n
L L
=1 XX W=y
n h=1h=1
This proportional allocation results is self weighing sample.
oD =Dy
The variance of i which is N M

Vprop. (Js) = Z‘,th (1-fh) §%, becomes N.Np = oW
Nk N

Vprop ¥ = 1f X WSk’
N

For proportion, the variance

Vprop.(Ps) = l-f Z Wh NoPoQy
-—1 . Nh- 1
its sample cstimate is

Vprop.(Pst) = 1f Y Wh nePrds
N np-1

The gain made on population all depends on whether
the variance within the stratum is with smaller stratum




assuming that the cost of obtaining 1nfonnat10n from each
unit is the same in all stratum.

Advantage
(1) It yields some modest gains in precision
(2) For practical purposes, it s easy and simple to use.
(3) It gives self weighting means.

Optimum (Neyman) Allocation

The basic principle of optimum allocation is to
allocate samples with strata in such a way that large sample
is taken from the stratum with large variability aim its units
or with large stratum size. As small sample from the stratum
with less variability among the units or with smaller stratum
size; or to increase sample size in the stratum with low per
unit and decrease the sample size in the stratum with high
cost per unit. It can be shown that optimum allocation is
achieved when the stratum sample size is made proportional
the stratum standard deviation and is proportional to the
square root of its per unit. Hence the problem of optimum
allocation consists in much the sample variance for a given
overall cost for a specified sampling variance.

Ni o Sh

Nha_l
Ch

Np 0. Sp2

Nya$S
"G,

Let us consider the simple linear cost fn C = C, + J, cynp




_ Where Co is the overhead cost, Cn is the cost per unit
- of obtaining the necessary information.

We now wish to obtain the optimum stratum sample
size that will minimize the variance of Vi subject to the given
cost constant. L’

G = V) + A2 Catn + Co— C] where A is called
lagrangier multiplier. <! :

We differentiate G with respect to ny, equate to zero
and solve the resultant equation for np. :

L
V) = i W2 - Y WaSh
h=1 Ty h=1 N‘l
L L N
G = f W2S2 - ¥ WS + MZ, Cana-Cico)
h=1 "= h=1 TN, h=1
oG = -¥ WS + hen =0 h=12..L
-z
ony Ny

ACp = Wiy = gl = WSy
Cx

nhVh = WSy
NGy

W= ¥ WS
h=1 h=1 ‘JCn v °

L
WA = ¥ WiSh
h=1 :!Ch




L
VA=1 ¥ WS
n b=l QCh

Substitute for VA in
Nh Y WuSy = WiSy =y = nW,SyNG,
n NC, ?’c., -—_—

L
hZFVhShNCh
np = nNhSh\lCh

T (1) give total sample size
SWiSWCy
h=1
Note given the total cost
C= Co = ZChnh
C- Co = Z;C.,nh
From n)h = W;Sy

VCy
Multiplying both sides by Co and summing over the L strata,

L L L
\bgf:hn.. = hzl WiSiVCy = VA(C-Co) =hzlw,,s.1slch

. L
W = ¥ WiSG,
h=1 “C-Co

From ny, = (C-Co) WySWWC, = (C-Co) NpSuNC;,

L L
hzlw..sb/«lch hziN.,shwlc.,




VoW = ¥ %_I_J WiS:? check 1-fy = 1 = 2
h=1 = N h Ny o]

Substitute nNpSy for ny in
2NhSh ‘
VainFs0) = 1 &w Sy) - 1 }%ws 2
minlYs -_n-h=l hoh _ﬁh=1 h

One practical probability of optimum allocation is lack of
knowledge of

(a) Stratum standard deviation however, this could be
dissolved by using the value of Sy, stratum standard deviation
obtained from (a) guesses (b) past survey (c) Pilot survey.

EQUAL ALLOCATION
The 3rd way of allocating sample to strata is by
assigning equal sample sizes to all the strata giving a fixed
sample size n irrespective of the size of the given sample, the
variability and cost per unit.

Note Ny = n/l
L

VT =Y Lfy WiSh» = i 1 - DYW*Sy”
=l ny h=1 Ny ‘N .

L +*
LYwhsh-1 iwhsi:.

So the variance of equal allocation

V) =L ¥Wash - 1 § wish
n I'l=l Nh-_-l
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